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Abstract
Over the past few years, the range of use cases involving Large
Language Models (LLMs) has grown dramatically. Alongside this
growth, many techniques have been established by the commu-
nity to boost LLM performance. Among them, relying on the fact
that LLMs excel at reproducing behaviors, practitioners have been
charging their prompts with examples (a.k.a. shots) to guide or
orientate the LLMs towards the correct directions given their main
instruction. More recently, LLMs have evolved, allowing users to
define overall roles by offering two inputs: system and user mes-
sages, based on the assumption that -in a sense- system instructions
would be dedicated to admin/designer of chatbot interfaces. In such
a setting: what is the best place to give example to the LLM so to
improve its performances? In this study, we address this research
question by systematically trying different shooting combinations
with different popular benchmarks across a large set of LLMs. Our
experiments show that it tends to be more beneficial to guide the
LLMs through their system prompting mechanisms, leaving only
the questions into their user messages.
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Tl;dr. Place your question in the user prompt and everything
else in system prompt, including 2 or 4 (0 for GPTs) shots.

1 Introduction
In recent years, the development and application of Large Language
Models (LLMs) have witnessed a substantial rise, marking a sig-
nificant shift in the landscape of artificial intelligence and natural
language processing. These models, built upon vast datasets and
complex neural architectures, have shown remarkable capabilities
in understanding and generating human-like text, thus finding ap-
plicability in a myriad of domains ranging from content creation
and customer service to programming assistance and beyond. This
surge in their utility is complemented by ongoing research into
enhancing their performance, where the academic and industrial
communities are heavily invested in devising refined techniques to
leverage these models’ potential to the fullest.

Among the strategies employed, one of the most prevalent in-
volves augmenting the model’s prompts with examples, often re-
ferred to as “shots”, which serve to steer the LLMs toward more
accurate outputs in response to given tasks. This approach capital-
izes on the LLMs’ proficiency in mimicking patterns and behaviors
demonstrated within these examples, thereby fine-tuning their out-
put to align with user expectations and the specific nuances of
various tasks.

Furthermore, as LLMs continue to evolve, there has been a sig-
nificant pivot towards more sophisticated interaction paradigms,
such as the introduction of distinct input roles: system and user
messages. This dual-input framework hypothesizes that system
messages can serve a meta-level function, allowing developers and
administrators to encode overarching directives and roles, which,
in turn, could shape the broader conversation dynamics initiated by
the user. By delineating these roles, practitioners can potentially
craft more coherent and context-aware interactions between the
LLMs and end-users.

Amid these developments, a critical question emerges: How
should examples—or “shots”—be strategically positioned within
this system|user message framework to maximize LLM perfor-
mance? Our study addresses this very question by conducting a
comprehensive analysis that explores various “shooting” strategies
across a spectrum of popular benchmarks and a wide array of LLMs.
Through methodical experimentation and evaluation, we reveal the
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efficacy of different prompting configurations, ultimately demon-
strating that embedding examples within the system prompts gen-
erally yields superior performance outcomes. This insight high-
lights the potential for optimizing LLM guidance through well-
considered prompt structuring, thus offering a valuable perspective
for both AI practitioners and researchers looking to enhance the
capabilities of these models. To the best of our knowledge, this
is the first time that positioning shots in a sys|user prompting
environment is the focus of a study.

The rest of this article is structured as follows. We will first
describe the specificity of the couple sys|user through the lens of
in-context learning (Section 2), before diving into the experimental
details (Section 3). Finally, before concluding, we will review some
related efforts (Section 4).

2 The shooting approach in sys|user setting
Context of in-context learning. Large Language Models have

demonstrated good capabilities when it comes to returning or an-
swering NL questions or reformatting instructions. Nevertheless,
they can “misunderstand” and hallucinate, sometimes because their
reasoning space was not aligned with the users’ expectation. To
mitigate this drawback, one approach lays in guiding them with
examples. As highlighted in [2, 4, 12], LLM performances often1
increase when examples are provided, either to show LLM the ex-
pected return structure or to provide it an indication of the expected
domain of knowledge it should utilise [9, 22, 24]. Practically, practi-
tioners tell the LLMs the instruction together with few examples
before asking for their queries, letting then the model produce the
next tokens accordingly. For instance, in the following example,
three examples of “sentiment analysis” are given with the instruc-
tion to drive the LLM within the space of expected result formats
and labels.

Few-shot prompting (1 instruction + 3 shots + the query)

Associate sentiment for the given sentence. For instance:
“The movie was good” > positive
“The movie was quite bad” > negative
“I like the movie, but the ending was lacking” > neutral
“I LOVED the movie” > { . . . LLMs to generate tokens. . . }

More generally, depending on the considered LLM and the task/-
dataset involved, the “best” number and selection of shots will vary
[6] 2. For instance, with the “sentiment analysis” task depicted in
the above box, in order to get the best results it would be best to
have examples with varying sentiments, in order to tell the LLM the
space of expected results. Having a distribution of examples biased
towards irrelevance when the number of provided examples is low
may hurt performance by introducing semantic contamination [19]
to the output generation. Finally, adding variability to this setting,
the instruction, which corresponds to the overall task description,
can also be tuned3.

1Some tasks do not benefit from such strategy, see e.g. [4, 19] for examples.
2Such a topic is not the focus of the current study, see e.g. [5] for details.
3The instruction prompt-engineering is out of this study’s scope.

Creation of SYS|USER-prompt ecosystems. Originally large lan-
guage models were queried (a.k.a. prompted [14]) through natural
language instructions, relying solely on their capability of next-
token-prediction to come and build up their answer. However fol-
lowing InstructGPT [16], their querying interfaces / modalities
have evolved and major actors now propose more complex para-
digm where roles or personæ may be instructed. In practice, pairs
of system (a.k.a. developer) and user prompts can be passed to
an LLM where the former should be used to specify specific be-
haviors or roles that the LLM must consider while answering the
latter prompt. Originally, the system has been thought so that
chatbot-designers could give specific rules while end-users would
only have access to the user one for interacting with the model.
Such an approach presents the advantage of having one single
LLM which could then be tuned for plethora of use-cases, then
in practical usage an end user can attempt to guide the LLM for
a more use-case-specific response through prompting techniques
like in-context learning (discussed later in Section 4). Considering
the previous example, a potential system prompt could be added
like so:

SYS|USER setting (a general role + a conventional prompt)

You are a movie expert and critique writer.

Associate sentiment for the given sentence. For instance:
“The movie was good” > positive
“The movie was quite bad” > negative
“I like the movie, but the ending was lacking” > neutral
“I LOVED the movie” > { . . . LLMs to generate tokens. . . }

Such an architecture has been made possible thanks to LLM post-
training methods. If the technical (implementation) details for com-
mercial models remain unclear4, some openly available LLMs train-
ing steps have been described. For instance, system messages (for
Multi-Turn Consistency) in Llama 2 [21] have been set up via the
Ghost Attention method, which tweaks their post-training fine-
tuning data in order to help the attention focus in a multi-stage
process. Similarly, Mistral 7B [10] introduced a system prompt to
guide the model to generate answers within specified guardrails,
using the same method as for Llama 2.

Efficient prompt engineering. Based on the aforementioned ex-
ample, assuming no specific persona would be given as system
prompt5, one may wonder where to position which parts, e.g. the
instruction and the examples in the system and the final query in
the user. More generally, considering a few-shot setting as above,
we would like to find the sweet-spot –if any– in the sense that
examples could be put at both places. Indeed, these prompts could
be seen as blocks where the position of the limit between the two
types of inputs could move:[

𝑖𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛 . . . 𝑠ℎ𝑜𝑡𝑖
sys←∥→user 𝑠ℎ𝑜𝑡𝑖+1 . . . 𝑞𝑢𝑒𝑟𝑦

]
4Maybe OpenAI and its GPT LLM suit implements system prompts by concatenating
them everytime before each user prompt.
5Apart, maybe, from the famous “You’re a useful assistant” popularized by OpenAI.
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Figure 1: BoolQ [7].

As the respective architectures and interactions of system and user
are not publicly advertised by LLM designers, the safest approach
we could set up corresponds to a benchmark-driven method where
LLMs answers on different configurations would be monitored, as
presented in the following Section.

3 Experiments: Towards the best shot recipe
In this Section, we present the results of our evaluations of 25
distinct limit sys←∥→user configurations on 4 datasets across 12
large language models.

Protocol. We consider scenarios ranging from 0- to 4-shot while
keeping instruction, shot and query in this order to maintain the se-
mantic of the overall prompt which wewould have in non-sys|user
prompting environments. For each dataset, we selected up to four
examples, which were used consistently across all LLMs. This ap-
proach ensured that any observed performance differences were
attributable to the inherent capabilities of the models, rather than
variations in the input examples. Each benchmark was evaluated
using 1,000 queries. The decision to limit the benchmarks to 1,000
queries and up to 4-shot examples was primarily driven by com-
putational and time constraints. However, we believe this is still
sufficient to highlight the differences between shot configurations.

To the best of our knowledge (see Section 4 for more details), this
study is the first to systematically explore the best shot-configurations
across a wide range of popular and up-to-date LLMs.

3.1 Benchmarks and LLMs
Datasets. To perform our review, we selected four datasets based

on their popularity and on the fact that they have been part of
in-context learning state-of-the-art studies where authors were
assessing the capabilities of LLMs to perform few-shot prompting,
(usually putting all the examples at the same place).

• BoolQ [7]: A dataset of naturally occurring yes/no questions,
demonstrating that they often involve complex entailment rea-
soning, and finds that transferring knowledge from entailment
data is particularly effective. [Ex: Are house tax and property tax
the same?]
• MMLU-Pro [23]: An enhanced benchmark for language mod-
els featuring more challenging reasoning-focused questions and
expanded choice options, which reduces model accuracy sig-
nificantly compared to MMLU, while demonstrating better sta-
bility under prompt variations and highlighting the effective-
ness of Chain of Thought reasoning for complex questions. [Ex:
Let A be the set of all ordered pairs of integers (𝑚,𝑛) such that
7𝑚 + 12𝑛 = 22. What is the greatest negative number in the set
𝐵 = {𝑚 + 𝑛 : (𝑚,𝑛) ∈ 𝐴} ?]
• PIQA [3]: A dataset designed to benchmark physical common-
sense reasoning by presenting questions that challenge AI models
to choose between options involving everyday physical scenar-
ios, revealing that while the task is straightforward for humans
(95% accuracy), it remains difficult for pre-trained models. [Ex:
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Figure 2: MMLU-Pro [23].

To apply eyeshadow without a brush, should I use a cotton swab or
a toothpick?]
• SQuAD-v2 [18]: Based on the first iteration of SQuAD [17]6,
the v2 introduces a novel challenge by incorporating over 50 000
adversarially written unanswerable questions into the existing
dataset, requiring systems not only to answer questions when
possible but also to recognize and abstain from answering when
no answer is supported by the context. [Ex: After cellulose, what
component is most plentiful in wood? Paragraph: Aside from water,
wood has three main components. . . ]

Considered LLMs. To review the preferences of language mod-
els when it comes to positioning examples for in-context learn-
ing, we utilised LLMs from several leading organisations, ensuring
that both general-purpose and specialist models (i.e. chatting, or
instruction-following modes) are considered. Our set of models
includes LLMs from OpenAI (gpt-4o-mini and gpt-4o), Anthropic
(claude-3-5-haiku and claude-3-5-sonnet), Google (gemma-2-9b-
it),Meta (llama-3.1-70b-instruct-quant, llama-3.1-70b-instruct, and
llama-3.3-70b-instruct), Mistral (mistral-small-instruct-2409-quant),
and Alibaba (qwen2.5-7b-instruct-quant, qwen2.5-7b-instruct and
qwen2.5-72b-instruct-128k). Overall, this set involves members of

6A reading comprehension dataset with 100k+ crowd-generated questions based on
Wikipedia articles, requiring models to extract answers directly from the text.

6 distinct providers, including commercial and open LLMs. In ad-
dition, this set allows us to compare behaviors and performances
across different parameter numbers and specialities.

3.2 Results
On Figures 1, 2, 3, and 4, we represent the relative accuracy/F1 vari-
ations for the four datasets of the different configurations around
the base case. As we want to evaluate the performance differences
when varying the number of examples and their locations within
the pair system|user, we consider as base the case where there are
no examples and where only a user prompt field is available, i.e.
“0-shot everything in user”. We also use symmetrical log scaling
in the y axis to better illustrate the relative differences. Practically,
each figure gathers 12 snippets: one for each model (indicating
the base score in their titles) where the number of shots (from 0
to 4) are represented using different colors and where we display
relative performances by group of similar configurations. These
configurations are as follows:

(1) Everything in user – This is the baseline use-case, in 0-shot.
(2) Everything in system – Having everything in system is an

edge-case which has never been intended to, by LLM designers.
(3) Only question in user – Having only the question in the user

prompt and all the rest in the system (i.e. instruction and the 𝑘
examples) would correspond to a use-casewhere final users only
have access to a solution whose administrator would have set it
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Figure 3: PIQA [3].

up via a complex and well-though system prompt, embedding
potentially examples.

(4) All examples in user – This would correspond to a chatbot
having only the instruction in the system and where the prac-
titioners would come with their own set of examples.

(5) Mix of the examples between system and user (see the green
background on snippets) – Depending on the number of shots,
we have been able to leave some examples in the system while
putting over in the user.

Practically, we always use the same set of examples for each dataset,
e.g. shot#2 remains the same in the 2-,3- and 4-shot settings.

BoolQ (Figure 1). For this dataset, no matter the configurations,
2/3 of the models show improvements over the baseline. It is worth
noting that OpenAI models7 and Qwen-72B preferred the user-0-
shot which would suggest that their pre-training let them remember
perfectly BoolQ and any extra-shots is therefore noisy to them. In
term of sweetspotness, it seems that with yes/no datasets it’s better
to have several shots showing the plurality of answer, so not to
lock LLMs in returning always the same value. When it comes
to shot-distribution, best results tend to be obtained when all the
examples are in the system and the query in user or when one or
two examples accompany the question in the user.

7Moreover, GPT-4o-mini decided to answer False for everything, despite having some
True in few-shot examples for system-message-only cases. . .

MMLU-Pro (Figure 2). In this multiple-choice-answer case, we
notice that none of the base scores are above 46, and rather ranger
within [31, 46], this means that the dataset is challenging and not
remembered from the models’ pre-trainings. For this MMLU-Pro,
more than with the other ones, the choice of the examples seem
to influence a lot the results, such a behaviour being visible when
when adding new shots return the situations from positive to nega-
tive difference in accuracy. Finally, we can see that the configura-
tions which consistently provide improvements are: “everything in
system” and “only question in user”.

PIQA (Figure 3). When it comes to common-sense reasoning,
apart for Gemma and GPT-4o-mini, it is clear that involving ex-
amples guides the LLMs and improves their performances. That
being stated, not all the configurations lead to improvement across
all models. Similarly, as with the previous datasets, there are no
configurations which consistently improve all the results. Nonethe-
less, it seems that having all the examples in system usually helps,
sometimes with the query too. Finally, it is worth noting that the
variations with PIQA are usually of less than 5 points, this due to
the fact that the base scores are above 80%, often above 90%.

SQuAD-v2 (Figure 4). This dataset is the one for which the varia-
tions between the configurations are the smallest, see Figure 5 and
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Figure 4: SQuAD-v2 [18].

the amount of blue cells (more details in Section 3.3). As a conse-
quence, if shots are helping, then on average the all configurations
tend to offer improvements.

3.3 Analysis of sys-user split
The focus of our study examines the importance of prompt place-
ment between system and user. To quantify these differences more
concretely, we look to calculate p-values to assess whether sys-
user split variations are statistically significant. We start with a
null hypothesis assuming no differences in sys-user split impact
and calculate its probability (p-value). For binary outcome datasets
like BoolQ, PIQA, and MMLU Pro, we use Cochran’s Q test to com-
pare related groups with binary responses. For the SQuAD dataset,
where performance is measured by F1 scores, we apply ANOVA to
assess differences in mean scores across methods.

Our findings, illustrated in Figure 5, reveal that 40% of all experi-
ments yield a p-value of less than 0.05. This threshold is commonly
used to reject the null hypothesis, indicating a statistically signifi-
cant difference in the impact of sys-user prompt placement. This
finding highlights that the use of the correct sys-user split can
enhance prompt effectiveness, and yet the area remains largely
underexplored in the current body of literature. This oversight
suggests a promising avenue for future research, where a deeper
understanding and systematic exploration of sys-user splits could
lead to more effective prompt engineering methodologies.

Analyzing model performance, we observe that the Qwen suite
demonstrates robustness to sys-user prompt variations on datasets
like SQuAD but shows vulnerability on BoolQ. Conversely, the
Gemma2-9b-it model exhibits consistent stability across all bench-
marks. We are unsure as to what causes these patterns however we
suspect it likely stems from how the models have been post-trained.

3.4 Discussion towards finding a sweet spot
We explored variations in both shot count and system-user split
configurations. Regarding shot count, our findings indicate that the
most effective prompting strategy typically involves 2-3-4 shots.
This observation aligns with previous research on large language
models, which suggests that in-context learning is beneficial [4].

From observing the results for system-user split variations we
see the “Only question in user” configuration is slightly more favor-
able than the rest, as it exhibits the least variation across different
shot counts and often ranks as the top-performing setup. To show
this, we present in Table 1 the normalised scores of each prompt
configuration. However, this conclusion should be approached with
caution as we also see many cases where this is not optimal. The
more prudent takeaway is that with the current state-of-the-art
models, it is worthwhile to experiment on a case-by-case basis to
determine the optimal split for enhancing performance.

Regarding the comparison between quantized and unquantized
models, our analysis reveals negligible differences. The base_val
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0 shot 1 shot 2 shot 3 shot 4 shot
Everything in user 4808 4815 4798 4809 4778
Everything in system 4830 4749 4768 4765 4778
Only Question in user 4763 4848 4839 4872 4869
All examples in user — 4788 4775 4788 4781
1 example in user — — 4821 4791 4818
2 examples in user — — — 4776 4779
3 examples in user — — — — 4798
Standard Deviation 34.32 42.08 29.97 38.08 33.92
Table 1: Normalised scores of each prompt configuration.

scores are nearly identical across all benchmarks, and the over-
all trend in model performance remains consistent across various
prompting methods.

Overall, it seems that the safest approach to design the best
prompting strategy is to: First assess whether few-shot prompting
would help, if not then better to 0-shot in user (see blue bars in
Figures 1, 2, 3, and 4 which do not show consistent behaviors).
Second, in case of few-shot scenario, it seems that either 2 or 4
shots work better and preferably in the system prompt (lowest
standard deviations as depicted in Table 1). The question of where
having the query is more opened but statistically, placing it in user
seems better (see Table 1).

4 Related Work
As shown by [4], language models are few-shot learners. Their
claims hold with other sub-domains, such as health [15], program-
ming [11, 26] and embodied task planning [20].

Due to the limiting context length of previous LLMs, earlier
studies only scaled the number of few-shot examples for in-context
learning (ICL) up to 100 [4], however two recent studies [2, 12]
(many-shot ICL) have scaled the number of shots into the thousands.

The former study of the two [12] showed that randomly selected
few-shot examples can improve inference performance on LLMs
even without additional fine-tuning and that larger models con-
taining more knowledge tend to benefit more from the provided
few-shot examples.

The latter study [2] further experimented with the hypothesis
that few-shot examples help to generate more task-specific vectors
from the input queries [9] that are more likely to activate latent
concepts that LLMs have acquired during pre-training [22, 24],
more specifically, they showed that by simply providing example
queries without corresponding solutions (unsupervised ICL) as
shots, with enough examples the resultant performance boost can
be comparable to human-written ones in certain cases.

Results from these two studies along with the observation that
LLMs tend to pick up information mainly at the start and end of a
long prompt [13] would strongly suggest that few-shot (or many-
shot) ICL benefit more from the more task-specific vectors of input
queries formed by concatenating the actual query with few-shot
examples of the same task than the information provided in those
examples.

While these previous works have shown that ICL examples that
are relevant to the task but not necessarily providing required
information to answer a specific query can help with answering

Figure 5: Statistical significance heatmap (p-value x103).

the query, it remains unclear how prompt templates (content sur-
rounding the actual query and few-shot examples) would affect the
performance of LLMs.

ExpertPrompting [25] experimented with the role-playing per-
sona section of system prompts included at the start of a conver-
sation (e.g. “You are a helpful assistant. . . ”) and showed improved
performance by providing a suitable expert identity as persona
as well as high-level descriptions of the ability this expert is ex-
pected to possess. Another research [27] experimented with a large
number of personas without descriptions of expected abilities of
the personas and concluded that the optimal persona to assign
are query-specific with most persona selection strategies perform-
ing similarly to random guesses. These conclusions aligned with
the previous hypothesis that having more task-specific input vec-
tors would activate the learnt latent concepts better, yielding more
accurate responses.

The most relevant study to our work [8] showed that with the
same included information, the structure and syntax of the initial
system messages have a significant effect on LLMs’ performance,
with no prompt template that excels universally. However, there
does not seem to exist gold standard for the location to put in few-
shot examples for ICL, and all previous works simply defaulted to
providing the few-shot examples in location they seem fit without
evidences to support these decisions, for example [8] put few-shot
examples only within system prompts while PromptWizard [1] put
them exclusively in user.

5 Conclusion
While most models now support two input formats with both
system and user instructions, there has been little research on
how best to utilize this split to optimize performance. In this study,
we conduct experiments on four diverse datasets to observe how
the latest models react to the placement of instructions, examples,
and questions between the system and user prompts. Our findings
reveal a noticeable difference in LLM performance, with 40% of
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cases showing a statistically significant change simply by altering
the placement. Across our experiments, the prompt configuration
that generally yields the best results involves placing only the ques-
tion in the user prompt, while the instructions and examples are
included in the system prompt.

While our work encompasses diverse benchmarks and model
selections, we maintained a simple prompt and instruction format
to ensure experimental consistency and minimize the introduction
of extraneous variables. However, real-world applications often
involve models that are utilized with user-defined expert personas,
given access to tools, or required to create structured outputs. We
did not explore how these variables could impact our results; how-
ever, this could be explored as a future direction. Additionally, we
believe it would be worthwhile to investigate whether prompt opti-
mizers can benefit from adjusting the system-user split on a case-
by-case basis, as we observed considerable variability depending
on the use case, despite identifying a preferred split.
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A Benchmarking Details
In order to facilitate reproducibility, we provide in this Appendix
our instructions and examples which were used for the experiments
presented in Section 3. Typically, as mentioned in Section 2, the
general structure of our prompts remains the same across all the
configurations (and for the four tested benchmarks [3, 7, 18, 23]), we
fix the instruction and the example set and “just” vary the number
of examples and the frontier between system and user prompts:[

𝑖𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛 . . . 𝑠ℎ𝑜𝑡𝑖
sys←∥→user 𝑠ℎ𝑜𝑡𝑖+1 . . . 𝑞𝑢𝑒𝑟𝑦

]
A.1 Instructions for each dataset

boolq_instruction = 'Answer the current question by only

returning True or False.'

mmlu_pro_instruction = 'Answer the current question by

only returning the letter corresponding to the

correct choice.'

piqa_instruction = 'Given a question and 2 possible

solutions , pick the most appropiate solution , of

which exactly one is correct. When providing your

answer return only the letter corresponding to the

correct choice.'

squad_instruction = 'Given a question and paragraph ,

determine if the paragraph contains the answer to

the question. If the answer IS NOT contained in the

paragraph simply return False. If the answer IS

contained in the paragraph , return the answer to

the question by quoting it from the paragraph.'
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A.2 The Selected 4 Examples for each dataset

PIQA [3]

Q: To ensure the Vertical Strawberry Planter drains. Options:
- (A): Drill holes into the bottom of the base.
- (B): Cut trenches into the bottom of the base.

Ans: A
Q: make crisp french fries. Options:
- (A): after cutting, let the raw potatoes stand in cold water for at least

30 minutes before frying
- (B): let the fries sit in the freezer for six hours before frying, and remove

when they are just beginning to turn colors.
Ans: A
Q: How to keep thread from showing toomuch in a sewing project? Options:

- (A): To keep your thread from showing too much in your sewing project,
try to keep the thread the opposite color as the fabric so if it does show
through, it wouldn’t be as noticeable.

- (B): To keep your thread from showing too much in your sewing project,
try to keep the thread as close to the same color as the fabric so if it does
show through, it wouldn’t be as noticeable.
Ans: B
Q: how to make sausage-apple biscuit Options:
- (A): Spread a split buttermilk biscuit with apple butter and sandwich

with a cooked sausage patty.
- (B): Spread a split buttermilk biscuit with applesauce and chocolate

sauce and sandwich with a cooked sausage patty.
Ans: A

MMLU-Pro [23]

Q: The symmetric group 𝑆𝑛 has 𝑓 𝑎𝑐𝑡𝑜𝑟𝑖𝑎𝑙 {𝑛} elements, hence it is not
true that 𝑆10 has 10 elements. Find the characteristic of the ring 2Z. Options:
- (A): 0 - (B): 30
- (C): 3 - (D): 10
- (E): 12 - (F): 50
- (G): 2 - (H): 100
- (I): 20 - (J): 5

Ans: A
Q: Let V be the set of all real polynomials p(x). Let transformations T, S be
defined on V by T:p(x) -> xp(x) and S:p(x) -> p’(x) = d/dx p(x), and interpret
(ST)(p(x)) as S(T(p(x))). Which of the following is true? Options:

- (A): ST + TS is the identity map of V onto itself.
- (B): TS = 0 - (C): ST = 1
- (D): ST - TS = 0 - (E): ST = T
- (F): ST = 0 - (G): ST = TS
- (H): ST - TS is the identity map of V onto itself.
- (I): TS = T - (J): ST = S

Ans: H
Q: Let A be the set of all ordered pairs of integers (m, n) such that 7m +
12n = 22. What is the greatest negative number in the set 𝐵 = {𝑚 + 𝑛 :
(𝑚,𝑛) ∈ 𝐴}? Options:
- (A): -5 - (B): 0
- (C): -3 - (D): -7
- (E): -4 - (F): -6
- (G): -1 - (H): -2
- (I): -9 - (J): N/A

Ans: E
Q: A tank initially contains a salt solution of 3 grams of salt dissolved in
100 liters of water. A salt solution containing 0.02 grams of salt per liter of
water is sprayed into the tank at a rate of 4 liters per minute. The sprayed
solution is continually mixed with the salt solution in the tank, and the
mixture flows out of the tank at a rate of 4 liters per minute. If the mixing
is instantaneous, how many grams of salt are in the tank after 100 minutes
have elapsed? Options:
- (A): 3 + e^-2 - (B): 2 - e^-4
- (C): 2 - e^-2 - (D): 3 + e^-4
- (E): 2 + e^-3 - (F): 2 - e^-3
- (G): 3 - e^-2 - (H): 2 + e^-2
- (I): 2 + e^-4 - (J): 2

Ans: I

BoolQ [7]

Q: do iran and afghanistan speak the same language
Ans: True
Q: do good samaritan laws protect those who help at an accident
Ans: True
Q: is windows movie maker part of windows essentials
Ans: True
Q: is confectionary sugar the same as powdered sugar
Ans: True

SQuAD-v2 [18]

Q: After cellulose, what component is most plentiful in wood?
Paragraph: Aside from water, wood has three main components. Cellulose,
a crystalline polymer derived from glucose, constitutes about 41-43%. Next
in abundance is hemicellulose, which is around 20% in deciduous trees but
near 30% in conifers. It is mainly five-carbon sugars that are linked in an
irregular manner, in contrast to the cellulose. Lignin is the third component
at around 27% in coniferous wood vs. 23% in deciduous trees. Lignin confers
the hydrophobic properties reflecting the fact that it is based on aromatic
rings. These three components are interwoven, and direct covalent linkages
exist between the lignin and the hemicellulose. A major focus of the paper
industry is the separation of the lignin from the cellulose, from which paper
is made.
Ans: hemicellulose
Q: Which country have the Haredi and the Hasidic Jewry disowned?
Paragraph: On the other hand, Orthodox Jews subscribing to Modern Ortho-
doxy in its American and UK incarnations, tend to be far more right-wing
than both non-orthodox and other orthodox Jews. While the overwhelm-
ing majority of non-Orthodox American Jews are on average strongly
liberal and supporters of the Democratic Party, the Modern Orthodox sub-
group of Orthodox Judaism tends to be far more conservative, with roughly
half describing themselves as political conservatives, and are mostly Re-
publican Party supporters. Modern Orthodox Jews, compared to both the
non-Orthodox American Jewry and the Haredi and Hasidic Jewry, also tend
to have a stronger connection to Israel due to their attachment to Zionism.
Ans: False
Q: How much of the Bronx’s vote in 1916 did Hughes get?
Paragraph: Since then, the Bronx has always supported the Democratic
Party’s nominee for President, starting with a vote of 2-1 for the unsuccess-
ful Al Smith in 1928, followed by four 2-1 votes for the successful Franklin D.
Roosevelt. (Both had been Governors of New York, but Republican former
Gov. Thomas E. Dewey won only 28% of the Bronx’s vote in 1948 against
55% for Pres. Harry Truman, the winning Democrat, and 17% for Henry A.
Wallace of the Progressives. It was only 32 years earlier, by contrast, that
another Republican former Governor who narrowly lost the Presidency,
Charles Evans Hughes, had won 42.6% of the Bronx’s 1916 vote against
Democratic President Woodrow Wilson’s 49.8% and Socialist candidate
Allan Benson’s 7.3%.)
Ans: 42.6%
Q: Who is the UK an overseas territory of?
Paragraph: The 1961 volcanic eruption destroyed the Tristan da Cunha
canned crawfish factory, which was rebuilt a short time later. The crawfish
catchers and processors work for the South African company Ovenstone,
which has an exclusive contract to sell crawfish to the United States and
Japan. Even though Tristan da Cunha is a UK overseas territory, it is not
permitted direct access to European Union markets. Recent[clarification
needed] economic conditions have meant that the islanders have had to
draw from their reserves. The islands’ financial problems may cause delays
in updating communication equipment and improving education on the
island. The fire of 13 February 2008 (see History) resulted in major tempo-
rary economic disruption.
Ans: False
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