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ABSTRACT
The recent achievements and availability of Large Language Models
have paved the road to a new range of applications and use-cases.
Pre-trained language models are now being involved at-scale in
many fields where they were until now absent from. More specif-
ically, the progress made by causal generative models has open
the door to using them through textual instructions aka. prompts.
Unfortunately, the performances of these prompts are highly de-
pendent on the exact phrasing used and therefore practitioners
need to adopt fail-retry strategies. This first international work-
shop on prompt engineering aims at gathering practitioners (both
from Academia and Industry) to exchange about good practices,
optimizations, results and novel paradigms about the design of
efficient prompts to make use of LLMs.

CCS CONCEPTS
•Human-centered computing→ Visualization techniques;
Visualization systems and tools; • Computing methodologies
→ Natural language processing; • Information systems →
Information retrieval; Web applications.
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Prompt A:
Answer the following yes/no question. Did Karl
Schwarzschild study black holes?
Prediction: no

Prompt B:
Answer the following yes/no question. Did Karl
Schwarzschild, a physicist, study black holes?
Prediction: yes

Figure 1: Prompt inconsistency example (with Flan-T5).

PROMPT ENGINEERING FOR PLM
Undoubtedly, the recent Large Language Models (LLMs) are becom-
ing more and more omnipotent in many tasks [6, 7, 14]. Different
sub-fields from the Semantic Web such as Knowledge Graph con-
struction [12], knowledge verbalization, Web pages summarization
have considerably benefited from such a prompting mechanism.
The ability to query and interact with them using prompts is cru-
cial to generate high-quality output in the desired format. While
existing contributions have been made towards prompt engineer-
ing [8–10, 13, 15], several difficulties and challenges remain to
gain a better understanding of how those LLMs respond to dif-
ferent prompts [11]. Typically, the way instructions are conveyed
in prompts can lead to either distinct or similar output from the
models as illustrated in Figure 1 with the Flan-T5 large model [6].

Moreover, some instructions are better respected while others
are simply ignored for some tasks. So far, LLM-practitioners have
been mainly working on their own, developing and testing bespoke
techniques to achieve their goals, re-starting the prompt-design
tasks for each new model they have been using. Such an approach
often leads to tackle problems which have already been explored
by other researchers.

This first PromptEng workshop aims to investigate and ana-
lyze these behaviors, through experimental analysis and probing
of LLMs, in order to gain insights into the models’ sensitivity to
different prompts. By uncovering significant findings, the commu-
nity can greatly benefit in utilizing LLMs more effectively while
also preventing the generation of harmful content. Ultimately, this
workshop endeavors to compile and index successful and unavail-
ing prompts with respect to both tasks and models. This year, the
workshop has been able to attract 7 submissions out of which 5
were accepted for publication.
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PROMPT-ENG SCIENTIFIC PROGRAM
After some opening words, the workshop started with the keynote
session. First, Dr. Yong Liu, currently Senior Researcher at Huawei
Noah’s Ark Lab. in Singapore, described his vision about “Retrieval
Augmented Generation for AI Search”; and second, Prof. Wei Lu,
Associate Professor & Associate Head of Pillar (Research) at the
Singapore University of Technology and Design (SUTD), presented
his findings on “On Understanding the Reasoning Capabilities of
Language Models”. This session was followed by the technical pre-
sentations. First of all, Tayal and Tyagi presented the article entitled:
Dynamic Contexts for Generating Suggestion Questions in RAG
Based Conversational Systems [5]. Then, Barreiß et al. [2] demon-
strated that English prompts should always be used for emotion
classification inference (if zero-shot scenarios are considered). Sec-
ond, applied prompt-engineering techniques were described by
Ahmed et al. [1] who presented solutions in the health domain, by
Shim et al. [4] who described a method to tackle smishing threats
and by Ikoma et al. [3] who introduced design summary gener-
ation procedures for the private residential sales market. Finally,
before closing the workshop, we had a session for open round-table
discussions and brainstorming with all the participants.
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